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Òóíäðîâûå îçåðà – âàæíûé èíäèêàòîð èçìåíåíèé êëèìàòà, ïîýòîìó àíàëèç äèíàìèêè èõ ðàçìåðîâ ïðåä-
ñòàâëÿåò îñîáûé èíòåðåñ. Â ðàáîòå ïðåäñòàâëåíû ðåçóëüòàòû ïðèìåíåíèÿ ñâåðòî÷íîé íåéðîííîé ñåòè U-Net 
äëÿ ñåãìåíòàöèè òóíäðîâûõ îçåð ïî ñïóòíèêîâûì îïòè÷åñêèì èçîáðàæåíèÿì íà ïðèìåðå äàííûõ Landsat. 
Âûïîëíåíà ñðàâíèòåëüíàÿ îöåíêà òî÷íîñòè ñåãìåíòàöèè ñ ïîìîùüþ îðèãèíàëüíîé àðõèòåêòóðû U-Net è åå 
ìîäèôèêàöèé: U-Net++, Attention U-Net è R2 U-Net, â òîì ÷èñëå ñ èñïîëüçîâàíèåì âåñîâ, ïîëó÷åííûõ íà 
îñíîâå ïðåäâàðèòåëüíî îáó÷åííîé ñåòè VGG16. Òî÷íîñòü ñåãìåíòàöèè îöåíèâàåòñÿ ïóòåì ñðàâíåíèÿ ñ ðå-
çóëüòàòàìè ðó÷íîãî êàðòèðîâàíèÿ òóíäðîâûõ îçåð â ñåâåðíûõ ðàéîíàõ Ñèáèðè. Îáó÷åíèå ñåòåé ïðîèçâîäè-
ëîñü íà îñíîâå 500 èçîáðàæåíèé Landsat; 250 èçîáðàæåíèé èñïîëüçîâàëèñü â êà÷åñòâå òåñòîâûõ. Ïîêàçàíî, 
÷òî áîëåå ñîâðåìåííûå ìîäèôèêàöèè U-Net íå äàþò ïðàêòè÷åñêè çíà÷èìîãî âûèãðûøà â òî÷íîñòè ñåãìåí-
òàöèè, íî óâåëè÷èâàþò âû÷èñëèòåëüíûå çàòðàòû. Íàèëó÷øèé ðåçóëüòàò ïîêàçûâàåò êîíôèãóðàöèÿ íà îñíîâå 
êëàññè÷åñêîé ðåàëèçàöèè U-Net (ñðåäíèé êîýôôèöèåíò Æàêêàðà IoU = 0,88). Ïðåäëîæåííûé ìåòîä è ïîëó-
÷åííûå îöåíêè ìîãóò èñïîëüçîâàòüñÿ ïðè èçó÷åíèè òåíäåíöèé ñîâðåìåííîãî êëèìàòà Çåìëè. 
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â ñèëó çàòðàòíîñòè ðàçâåðòûâàíèÿ è ïîääåðæàíèÿ 
îáîðóäîâàíèÿ íå ìîãóò âûïîëíÿòüñÿ ñèñòåìàòè÷åñêè 
íà áîëüøèõ ïëîùàäÿõ. Ê íàñòîÿùåìó âðåìåíè íàêî-
ïëåíû ðÿäû ñïóòíèêîâûõ íàáëþäåíèé çà 30 è áîëåå 
ëåò, ÷òî ïîçâîëÿåò àíàëèçèðîâàòü äèíàìèêó îñîáåí-
íîñòåé òèïîâ ïîäñòèëàþùåé ïîâåðõíîñòè â îáëàñòè 
ìíîãîëåòíåé ìåðçëîòû, â òîì ÷èñëå íà êëèìàòè÷å-
ñêèõ ìàñøòàáàõ. 

Â ðàáîòå [1] ïîêàçàíà âîçìîæíîñòü àâòîìàòè÷å-
ñêîé ñåãìåíòàöèè òóíäðîâûõ îçåð ïî ñïóòíèêîâûì 
îïòè÷åñêèì èçîáðàæåíèÿì íà îñíîâå ïðèìåíåíèÿ ïî- 
ðîãîâûõ çíà÷åíèé ÿðêîñòè è ìåòîäà growing region. 
  Ïåðñïåêòèâíûì èñòî÷íèêîì äàííûõ î ñîñòîÿ-
íèè òóíäðîâûõ îçåð ÿâëÿþòñÿ è ñïóòíèêîâûå ðà-
äèîëîêàöèîííûå èçîáðàæåíèÿ, ïî êîòîðûì òàêæå 

âîçìîæíî âûäåëÿòü îáëàñòè, îòíîñÿùèåñÿ ê òóíäðî-
âûì îçåðàì, ïðè÷åì âíå çàâèñèìîñòè îò íàëè÷èÿ 
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îáëà÷íîãî ïîêðîâà è îñâåùåííîñòè çåìíîé ïîâåðõ-
íîñòè. Ýòî ÿâëÿåòñÿ ñóùåñòâåííûì ïðåèìóùåñòâîì 
ðàäèîëîêàöèîííûõ äàííûìè ïåðåä îïòè÷åñêèìè. 

Â ðàáîòå [2] ïðîäåìîíñòðèðîâàíà âîçìîæíîñòü 
ïðèìåíåíèÿ «ìåòîäà k-ñðåäíèõ» àâòîìàòè÷åñêîé êëà-
ñòåðèçàöèè â ñî÷åòàíèè ñ ïðåäâàðèòåëüíîé íèçêî-
÷àñòîòíîé ôèëüòðàöèåé äëÿ ñåãìåíòàöèè îáëàñòåé, 
ïîêðûòûõ ëüäîì èëè âîäîé, â ñåâåðíûõ ðàéîíàõ 
Ñèáèðè. Â íåäàâíåì èññëåäîâàíèè [3] ïîêàçàíà ïåð-
ñïåêòèâíîñòü èñïîëüçîâàíèÿ ñïóòíèêîâûõ ðàäèî- 
ëîêàöèîííûõ äàííûõ Sentinel-1 äëÿ ñåãìåíòàöèè 
òóíäðîâûõ îçåð è ïîñëåäóþùåãî àíàëèçà èõ ãåî-
ìåòðè÷åñêèõ è ôðàêòàëüíûõ ðàçìåðîâ. Àëãîðèòì 

ñåãìåíòàöèè â [3] îñíîâàí íà ïðèìåíåíèè ñâåðòî÷-
íîé íåéðîííîé ñåòè U-Net [4]. Ýòà ñåòü îòíîñèòñÿ  
ê ìåòîäàì ãëóáîêîãî îáó÷åíèÿ è èçíà÷àëüíî áûëà 
ðàçðàáîòàíà äëÿ îáðàáîòêè ìåäèöèíñêèõ èçîáðàæå-
íèé, íî çàòåì ñòàëà àêòèâíî èñïîëüçîâàòüñÿ è â äðó-
ãèõ îáëàñòÿõ, ãäå òðåáóåòñÿ ñåãìåíòàöèè èçîáðàæå-
íèé, â ÷àñòíîñòè, äëÿ âûäåëåíèÿ íà ñíèìêàõ, ïîëó-
÷åííûõ ïî äàííûì äèñòàíöèîííîãî çîíäèðîâàíèÿ, 
îáëàñòåé ñ ëåäÿíûì ïîêðîâîì èëè âîäíûìè îáðàçî-
âàíèÿìè â ïðèïîëþñíûõ ðàéîíàõ [5, 6]. 

Öåëü íàñòîÿùåé ðàáîòû – àíàëèç ïðèìåíåíèÿ 
ìåòîäà íà îñíîâå U-Net [4] äëÿ àâòîìàòè÷åñêîãî 
ðàñïîçíàâàíèÿ ñïóòíèêîâûõ èçîáðàæåíèé òóíäðî-
âûõ îçåð, ïîëó÷åííûõ â îïòè÷åñêîì äèàïàçîíå. Òà-
êîé òèï çàäà÷ îòíîñèòñÿ ê êëàññó ñåãìåíòàöèè èçî-
áðàæåíèé.  

Ïðîöåññ ñåãìåíòàöèè èçîáðàæåíèÿ ïðåäñòàâëÿ-
åò ñîáîé âûäåëåíèå èç èçîáðàæåíèÿ îäíîé èëè íå-
ñêîëüêèõ ñâÿçíûõ îáëàñòåé, óäîâëåòâîðÿþùèõ êðè-
òåðèþ îäíîðîäíîñòè ïðèçíàêîâ, êîòîðûå âû÷èñëÿ-
þòñÿ èç çíà÷åíèé íåñêîëüêèõ öâåòîâûõ êîìïîíåíòîâ. 
Äëÿ èçîáðàæåíèé îïòè÷åñêîãî äèàïàçîíà òàêèìè 
ïðèçíàêàìè ìîãóò âûñòóïàòü ñïåêòðàëüíîå àëüáåäî 
è ÿðêîñòü.  

Îñíîâíûå òðåáîâàíèÿ ïðè ðåøåíèè çàäà÷ ñåã-
ìåíòàöèè ñëåäóþùèå: îáëàñòè äîëæíû áûòü îäíî-
ðîäíû îòíîñèòåëüíî çíà÷åíèé öâåòîâûõ êîìïîíåíò; 
âíóòðåííèå ÷àñòè îáëàñòåé íå äîëæíû ñîäåðæàòü 
áîëüøîãî êîëè÷åñòâà ïóñòîò; ãðàíèöû êàæäîãî ñåã-
ìåíòà äîëæíû áûòü ïðîñòðàíñòâåííî òî÷íûìè.  
Â ñëó÷àå ñïóòíèêîâûõ äàííûõ âûïîëíåíèå ýòèõ 
òðåáîâàíèé ìîæåò áûòü çàòðóäíåíî èç-çà íàëè÷èÿ 
îáëà÷íîãî ïîêðîâà, íå÷åòêèõ ãðàíèö èññëåäóåìûõ 
îáúåêòîâ, íåäîñòàòî÷íîé îñâåùåííîñòè çåìíîé èëè 
âîäíîé ïîâåðõíîñòè, íàëè÷èÿ èíñòðóìåíòàëüíûõ 
øóìîâ è ïð. Ñîâðåìåííûå ìåòîäû ãëóáîêîãî îáó÷å-
íèÿ ÿâëÿþòñÿ óñòîé÷èâûìè ê ïîäîáíûì øóìîâûì 
ïðîÿâëåíèÿì äàæå ïðè èñïîëüçîâàíèè íåáîëüøèõ 
âûáîðîê òðåíèðîâî÷íûõ äàííûõ, ÷òî ïîçâîëÿåò 
ïîëó÷àòü íàäåæíûå îïèñàíèÿ îñîáåííîñòåé íà èçî-
áðàæåíèÿõ. 

Ýôôåêòèâíîñòü ïðèìåíåíèÿ U-Net äëÿ ñåãìåí-
òàöèè òóíäðîâûõ îçåð îöåíèâàåòñÿ â íàñòîÿùåé ðà-
áîòå ïóòåì ñðàâíåíèÿ ñ åå áîëåå ñîâðåìåííûìè ìî-
äèôèêàöèÿìè íà ïðèìåðå îïòè÷åñêèõ äàííûõ ñïóò-
íèêîâîé ñèñòåìû Landsat. Ïðåäëîæåííûé ìåòîä 
ñåãìåíòàöèè è ïîëó÷åííûå îöåíêè ìîãóò èñïîëüçî-
âàòüñÿ â èññëåäîâàíèÿõ òåíäåíöèé ñîâðåìåííîãî 

êëèìàòà Çåìëè. Äàþòñÿ ïðàêòè÷åñêèå ðåêîìåíäàöèè 

ïî âûáîðó îïòèìàëüíîé àðõèòåêòóðû U-Net ñ ó÷å-
òîì âû÷èñëèòåëüíûõ çàòðàò è òî÷íîñòè ðåçóëüòàòà 
ñåãìåíòàöèè. 

 

1. Îáúåêòû è ìåòîäû èññëåäîâàíèÿ 
 

1.1. Ñïóòíèêîâûå äàííûå  
è èõ îáðàáîòêà 

 

Â ðàáîòå èñïîëüçóþòñÿ ñïóòíèêîâûå èçîáðàæå-
íèÿ Landsat, ïîëó÷åííûå íàä ñåâåðíûìè ðàéîíàìè 
Ñèáèðè ëåòîì 2016 ã., îòîáðàííûå ñ ïîìîùüþ ñèñ-
òåìû Google Earth Engine ïî êðèòåðèþ íàëè÷èÿ 
ôðàêöèè îáëà÷íîñòè äî 5%. Èçîáðàæåíèÿ ïðåä-
ñòàâëÿþò ñîáîé RGB-êîìïîçèòû êàíàëîâ B4(0,64–
0,67 ìêì) + B3(0,53–0,59 ìêì) + B2(0,45–0,51 ìêì) 
ñ ïðîñòðàíñòâåííûì ðàçðåøåíèåì 30 ì â 1 ïèêñåëå. 
Íà èçîáðàæåíèÿõ èíòåðàêòèâíûì ìåòîäîì ðàçìå÷à-
ëèñü îáëàñòè, ïîêðûòûå òóíäðîâûìè îçåðàìè (îäíà 
îáëàñòü – îäíî îçåðî), â áèíàðíîì ôîðìàòå, ãäå 
çíà÷åíèå ïèêñåëÿ 255 ñîîòâåòñòâóþò îáëàñòÿì òóí-
äðîâûõ îçåð, 0 – îñòàëüíûì ýëåìåíòàì çåìíîé ïî-
âåðõíîñòè èëè îáëà÷íîñòè. Äàëåå èñõîäíûå ñïóòíè-
êîâûå èçîáðàæåíèÿ è èçîáðàæåíèÿ-ìàñêè òóíäðîâûõ 
îçåð ðàçáèâàëèñü íà ñåðèè èçîáðàæåíèé ðàçìåðîì 
256 

×
 256 òî÷åê äëÿ íåéðîííîé ñåòè. Âñåãî äëÿ îáó-

÷åíèÿ è âàëèäàöèè áûëî ïîäãîòîâëåíî 750 èçîáðà-
æåíèé, èç êîòîðûõ 250 èñïîëüçîâàëèñü â êà÷åñòâå 
òåñòîâûõ äëÿ îöåíêè òî÷íîñòè ñåãìåíòàöèè. 

 

1.2. Ñåãìåíòàöèÿ òóíäðîâûõ îçåð 
íà îñíîâå U-Net 

 

Â íàñòîÿùåé ðàáîòå ïðèìåíÿåòñÿ ìåòîä ñåãìåí-
òàöèè ñïóòíèêîâûõ îïòè÷åñêèõ èçîáðàæåíèé òóíäðî- 
âûõ îçåð íà îñíîâå U-Net [4] ñ ïîìîùüþ àëãîðèò-
ìà, ïðåäëîæåííîãî â [3]. Â ýòîé ñòàòüå áûëà ïðî-
äåìîíñòðèðîâàíà ïåðñïåêòèâíîñòü äàííîãî ïîäõîäà 
íà ïðèìåðå ñïóòíèêîâûõ äàííûõ ðàäèîëîêàöèîííî-
ãî äèàïàçîíà; â êà÷åñòâå ïðèçíàêîâ èñïîëüçîâàëèñü 
èíòåíñèâíîñòü îáðàòíîãî ðàññåÿíèÿ ïðè ðàçëè÷íûõ 
ïîëÿðèçàöèîííûõ ðåæèìàõ ðàäèîëîêàòîðà ñ ñèíòå-
çèðîâàííîé àïåðòóðîé (ÐÑÀ) è óãîë çîíäèðîâàíèÿ. 
Ïîëó÷åííûå ðåçóëüòàòû ïîçâîëèëè âûïîëíèòü îöåí-
êè ãåîìåòðè÷åñêèõ è ôðàêòàëüíûõ ðàçìåðîâ îçåð. 
  Ìåòîä, ïðåäëîæåííûé â [4], áàçèðóåòñÿ íà 
êëàññè÷åñêîé ðåàëèçàöèè ïîëíîñâÿçíîé ñâåðòî÷íîé 
ñåòè, êîòîðàÿ ïîëó÷èëà íàçâàíèå U-Net èç-çà ñõî-
æåñòè ñâîåé àðõèòåêòóðû ñ áóêâîé U (ðèñ. 1, a). 
Äàííàÿ ñåòü ïî ñóòè ÿâëÿåòñÿ êîäèðîâùèêîì-
äåêîäåðîì ñ ãëóáîêèì îáó÷åíèåì, â êîòîðîì ïîäñåòè 

êîäåðà è äåêîäåðà ñîåäèíåíû ñåðèåé âëîæåííûõ 
ñëîåâ. U-Net äåìîíñòðèðóåò õîðîøèå ðåçóëüòàòû 
ïðè ðåøåíèè çàäà÷ ñåãìåíòàöèè íà îãðàíè÷åííûõ 
íàáîðàõ îáó÷àþùèõ îáðàçîâ; îíà íå òðåáîâàòåëüíà 
ê âû÷èñëèòåëüíûì ðåñóðñàì. 

Â íàñòîÿùåé ðàáîòå êëàññè÷åñêàÿ àðõèòåê- 
òóðà U-Net ÿâëÿåòñÿ áàçîâûì ìåòîäîì ñåãìåíòàöèè. 
Åå ýôôåêòèâíîñòü îöåíèâàåòñÿ â ñðàâíåíèè ñ áîëåå 
ïîçäíèìè ìîäèôèêàöèÿìè îðèãèíàëüíîé àðõè- 
òåêòóðû U-Net: U-Net++ [7], Attention U-Net [8]   
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Ðèñ. 1. Àðõèòåêòóðû ìîäèôèêàöèé U-Net, ðàññìîòðåííûå â äàííîì èññëåäîâàíèè: a – êëàññè÷åñêàÿ àðõèòåêòóðà U-Net;  
á – U-Net++; â – Att. U-Net; ã – R2 U-Net. Ñòðåëêàìè îáîçíà÷åíû ïîòîêè äàííûõ, à ïðÿìîóãîëüíèêàìè – ñîîòâåòñòâóþ-
ùèå ñâåðòî÷íûå ñëîè (ATTENTION MODULE – ôîðìèðîâàíèå ìàòðèöû âåñîâ âàæíîñòè; CONV TRANSPOSE – ñâåðòêà 
ñ òðàíñïîíèðîâàíèåì; SOFTMAX – ôóíêöèÿ ïðåîáðàçîâàíèÿ âåêòîðà ÷èñåë â âåêòîð âåðîÿòíîñòåé; CONVOLUTION – 
îïåðàöèÿ ñâåðòêè; MAX POOLING – ïîèñê ëîêàëüíûõ ìàêñèìóìîâ; CONCATENATE/ADD – êîíêàòåíöèÿ/ñëîæåíèå; 
BATCH NORM – íîðìàëèçàöèÿ ñëîåâ; RELU – ëèíåéíàÿ ôóíêöèÿ àêòèâàöèè, îïðåäåëåííàÿ äëÿ ïîëîæèòåëüíîé îáëàñòè 
çíà÷åíèé; LEAKY RELU – ôóíêöèÿ àêòèâàöèè íà îñíîâå RELU, õàðàêòåðèçóþùàÿñÿ íåíóëåâûìè çíà÷åíèÿìè â îòðèöà-
òåëüíîé îáëàñòè; DECONVOLUTION BLOCK – îïåðàöèÿ òðàíñïîíèðîâàííîé ñâåðòêè ñ îáó÷åíèåì; CONVOLUTION 
  BLOCK – îïåðàöèè ñâåðòêè) 

 
è R2 U-Net [9], êîòîðûå ïîòåíöèàëüíî ìîãóò óëó÷-
øèòü êà÷åñòâî âûäåëåíèÿ òóíäðîâûõ îçåð íà ñïóò-
íèêîâûõ èçîáðàæåíèÿõ. Ýòè ìîäèôèêàöèè øèðîêî 
ïðèìåíÿþòñÿ â ïðàêòèêå ñåãìåíòàöèè èçîáðàæåíèé,  
íî õàðàêòåðèçóþòñÿ áîëåå ñëîæíîé àðõèòåêòóðîé  
è áîëüøèìè âû÷èñëèòåëüíûìè çàòðàòàìè. Ïåðå÷èñ-
ëåííûå ìîäèôèêàöèé U-Net ñõåìàòè÷åñêè èçîáðà-
æåíû íà ðèñ. 1, á–ã. Êðàòêî ðàññìîòðèì îñîáåííî-
ñòè êàæäîé èç íèõ. 

U-Net++ (ðèñ. 1, á) èñïîëüçóåò íàáîð ïëîòíûõ 
ïðîïóñêíûõ ñîåäèíåíèé, ÷òî ïîçâîëÿåò óëó÷øèòü 
àãðåãèðîâàíèå ôóíêöèé íà ðàçíûõ ñåìàíòè÷åñêèõ 
ìàñøòàáàõ. 

Attention U-Net (äàëåå Att. U-Net) (ðèñ. 1, ã) 
èñïîëüçóåò ìîäóëü Attention â êàæäîì ïðîïóñêíîì 
ñîåäèíåíèè. Îí ïîçâîëÿåò ñäåëàòü àêöåíò íà îáëàñ-
òÿõ, îòíîñÿùèõñÿ ê èññëåäóåìîìó êëàññó îáúåêòîâ, 
êîòîðûå ÿâëÿþòñÿ áîëåå ðåëåâåíòàíûìè äëÿ îáó÷å-
íèÿ ñåòè, ÷åì ôîíîâûå îáëàñòè. 

Ðåêóððåíòíî-îñòàòî÷íàÿ ìîäèôèêàöèÿ (recur- 
rent-residual) R2 U-Net (ðèñ. 1, ã) ñî÷åòàåò â ñåáå 
ïðåèìóùåñòâà îñòàòî÷íîãî îáó÷åíèÿ è ðåêóððåíò-
íûõ ñîåäèíåíèé. Ïîñëåäíåå ïîçâîëÿåò óëó÷øèòü 

íàêîïëåíèå ôóíêöèé è èñïîëüçîâàíèå ïàðàìåòðîâ. 
Â R2 U-Net îñòàòî÷íîå îáó÷åíèå âûïîëíÿåòñÿ íà 
êàæäîì èç ñëîåâ, äîáàâëÿÿ êîðîòêèå ñîåäèíåíèÿ, 
êîòîðûå íàïðàâëåíû íà îïòèìèçàöèþ ãðàäèåíòíîãî 
ïîòîêà è ðàáîòàþò â ñîîòâåòñòâèè ñ òåîðèåé, ñî-
ãëàñíî êîòîðîé îáó÷åíèå íà îñòàòî÷íîì îáðàçå áî-
ëåå ýôôåêòèâíî, ÷åì íà èñõîäíîì. Òàêèì îáðàçîì, 
R2 U-Net äåëàåò âîçìîæíûì íàêîïëåíèå îïèñà-
òåëüíûõ ïðèçíàêîâ è áîëåå ýôôåêòèâíîå èñïîëüçî-
âàíèå ïàðàìåòðîâ â ñî÷åòàíèè ñ ïðåèìóùåñòâàìè 
îñòàòî÷íîãî îáó÷åíèÿ. 

Äëÿ íåêîòîðûõ êîíôèãóðàöèé íà áàçå U-Net 
ïðèìåíÿëèñü òðåíèðîâî÷íûå êîýôôèöèåíòû (âåñà), 
ïîëó÷åííûå ñ ïîìîùüþ ïðåäîáó÷åííîé ñåòè VGG16 
íà îñíîâå ìàññèâà ðàçìå÷åííûõ äàííûõ Imagenet [10]. 

Îáó÷åíèå ñåòåé ïðîèçâîäèëîñü ïóòåì ìèíèìè-
çàöèè ïåðåêðåñòíîé ýíòðîïèè äëÿ 100 ýïîõ ñ èñ-
ïîëüçîâàíèåì îïòèìèçàöèè Àäàìà [11] (10−3) è ðàç-
ìåðîì íàáîðà (batch size) 8. Êîýôôèöèåíò Ñåðåí-
ñåíà (Dice) ïðèìåíÿëñÿ äëÿ îöåíêè ñõîæåñòè äâóõ 
âûáîðîê äàííûõ – â íàøåì ñëó÷àå ïðåäñêàçàííîé  
è ïîëó÷åííîé ýêñïåðòíûì êàðòèðîâàíèåì. Îí âû-
÷èñëÿåòñÿ êàê 
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2TR

Dice ,
2TR FP FN

=

+ +

  (1) 

ãäå TP – èñòèííî êëàññèôèöèðîâàííûå ïèêñåëè; 
FP – ëîæíî êëàññèôèöèðîâàííûå êàê ïðèíàäëåæà-
ùèå îïðåäåëåííîìó êëàññó ïèêñåëè; FN – ëîæíî 
êëàññèôèöèðîâàííûå êàê íå ïðèíàäëåæàùèå ê îï-
ðåäåëåííîìó êëàññó ïèêñåëè. 

Îöåíêó òî÷íîñòè ñåãìåíòàöèè äëÿ êàæäîé èç 
àðõèòåêòóð ïðîâîäèëè ñ ïîìîùüþ êîýôôèöèåíòà 
Æàêêàðà 

 
TR

IoU .
TR FP FN

=

+ +

 (2) 

Âñå ýêñïåðèìåíòû îñóùåñòâëÿëèñü íà ÎÑ 
Linux Ubuntu 18.04.6 ñ èñïîëüçîâàíèåì áèáëèîòåê 
Tensorflow 2.10.0 è keras_unet_collection, ðåàëèçî- 
âàííûõ íà Python 3.10.9. Âû÷èñëåíèÿ âûïîëíÿëèñü 
íà 40 ïðîöåññîðàõ Intel(R) Xeon(R) CPU E5-2650 
v3 @ 2.30GHz. 

Äëÿ òðåíèðîâêè èñïîëüçîâàëèñü øåñòü êîíôè- 
ãóðàöèé íà îñíîâå ðàçëè÷íûõ àðõèòåêòóð U-Net: 
  1) U-Net (ñ âåñàìè); 

2) U-Net+(ñ âåñàìè); 
3) Att. U-Net (ñ âåñàìè); 
4) U-Net (áåç âåñîâ); 
5) R2 U-Net (áåç âåñîâ); 
6) Att. U-Net (áåç âåñîâ). 
 

2. Ðåçóëüòàòû è îáñóæäåíèå 
 

Ðåçóëüòàòû ñåãìåíòàöèè òóíäðîâûõ îçåð îöåíè-
âàëèñü äëÿ âñåõ øåñòè êîíôèãóðàöèé ñåòè íà îñíî-
âå îáó÷åíèÿ ïî 500 ïðåäâàðèòåëüíî ðàçìå÷åííûì 

èçîáðàæåíèÿì Landsat ðàçìåðîì 256 
×

 256 òî÷åê.  
 

Ãðàôèêè êîýôôèöèåíòà Dice îáó÷àþùèõ è òåñòî-
âûõ äàííûõ äëÿ 100 ýïîõ ïðèâåäåíû íà ðèñ. 2. Äëÿ 
âñåõ êîíôèãóðàöèé áûëà ïîëó÷åíà õîðîøàÿ ñõîäè-
ìîñòü ðåçóëüòàòîâ, êðîìå êîíôèãóðàöèè 2 (U-Net++). 
Ïðè ýòîì ìèíèìàëüíîå âðåìÿ îáó÷åíèÿ ∼ 10 ÷ áûëî 
ïîëó÷åíî äëÿ êîíôèãóðàöèé 1 è 4, òàê êàê îíè áà-
çèðóþòñÿ íà îðèãèíàëüíîé âåðñèè U-Net, â êîòîðîé 
íåò äîïîëíèòåëüíûõ ýòàïîâ îáðàáîòêè, ïðèñóòñò-
âóþùèõ â áîëåå ïîçäíèõ ìîäèôèêàöèÿõ U-Net. 

Îöåíêà òî÷íîñòè ñåãìåíòàöèè âûïîëíÿëàñü íà 
òåñòîâîé âûáîðêå èç 250 èçîáðàæåíèé, íå èñïîëüçî-
âàâøèõñÿ ïðè îáó÷åíèè. Ðåçóëüòàòû ðàñ÷åòà ñðåä-
íèõ çíà÷åíèé IoU ïðèâåäåíû â òàáëèöå. 

 

Òî÷íîñòü ñåãìåíòàöèè íà îñíîâå äàííûõ Landsat 

Íîìåð  
êîíôèãóðàöèè 

Òèï ñåòè IoU Dice 

1  U-Net (ñ âåñàìè) 0,873 0,844 
2 U-Net++ (ñ âåñàìè) 0,710 0,595 
3 Att. U-Net (ñ âåñàìè) 0,871 0,837 
4 U-Net 0,879 0,854 
5 R2 U-Net 0,860 0,837 
6 Att. U-Net 0,829 0,783 

 
Íàèáîëüøàÿ òî÷íîñòü ñåãìåíòàöèè áûëà ïî- 

ëó÷åíà ñ ïîìîùüþ êîíôèãóðàöèé îðèãèíàëüíîé 
âåðñèè U-Net (1 è 4) è êîíôèãóðàöèè 3; íàèìåíü- 
øàÿ – ñ èñïîëüçîâàíèåì êîíôèãóðàöèè 2. 

Äëÿ èëëþñòðàöèè ýôôåêòèâíîñòè êîíôèãóðà-
öèé íà îñíîâå U-Net ðàññìîòðèì ðåçóëüòàòû ñåã-
ìåíòàöèè îäíîãî èç òåñòîâûõ èçîáðàæåíèé, ïðèâå-
äåííîãî íà ðèñ. 3, à. Ðåçóëüòàò ðó÷íîé ðàçìåòêè 
îáëàñòè òóíäðîâûõ îçåð èçîáðàæåí íà ðèñ. 3, á,  
à ñåãìåíòàöèè – íà ðèñ. 3, â–ç. 

 

 

Ðèñ. 2. Õîä îáó÷åíèÿ äëÿ øåñòè êîíôèãóðàöèé íà îñíîâå U-Net: à – U-Net (ñ âåñàìè); á – U-Net++ (ñ âåñàìè); â – 
  Att. U-Net (ñ âåñàìè); ã – U-Net; ä – R2 U-Net; e – Att. U-Net 
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Ðèñ. 3. RGB-èçîáðàæåíèå Landsat (à); ðåçóëüòàòû ðó÷íîãî êàðòèðîâàíèÿ òóíäðîâûõ îçåð íà åãî îñíîâå (á) è àâòîìàòè÷å- 
 ñêîé ñåãìåíòàöèè ñ èñïîëüçîâàíèå êîíôèãóðàöèè 1 (â), 2 (ã), 3 (ä, 4 (å), 5 (æ) è 6 (ç) 

 

Íàèáîëüøàÿ òî÷íîñòü äîñòèãíóòà ñ ïîìîùüþ 
U-Net (ñ âåñàìè) è Att. U-Net (ñ âåñàìè). Îíà  
íà 4% ëó÷øå, ÷åì äëÿ U-Net áåç ïðåäîáó÷åííûõ  
âåñîâ (IoU = 0,92). Èñïîëüçîâàíèå âåñîâ â ñëó÷àå  
Att. U-Net òàêæå ïîçâîëèëî óâåëè÷èòü òî÷íîñòü 
ñåãìåíòàöèè íà 3% ïî ñðàâíåíèþ ñ âåðñèåé áåç ïðå-
äîáó÷åíèÿ (IoU = 0,96 è 0,93, ñîîòâåòñòâåííî). Íàè-
ìåíüøàÿ ýôôåêòèâíîñòü ñåãìåíòàöèè ó U-Net++ 
(IoU == 0,76). Ñ ïîìîùüþ R2 U-Net áåç ïðåäîáó-
÷åííûõ âåñîâ áûëà äîñòèãíóòà òî÷íîñòü, ñîïîñòàâè-
ìàÿ ñ êîíôèãóðàöèåé 5 (IoU = 0,92). 

Ýòè îöåíêè ïîçâîëÿþò ñäåëàòü âûâîä, ÷òî èñ-
ïîëüçîâàíèå ñòàíäàðòíîé âåðñèè U-Net äîñòàòî÷íî 
äëÿ óñïåøíîé ñåãìåíòàöèè èçîáðàæåíèé òóíäðîâûõ 
îçåð â îïòè÷åñêîì äèàïàçîíå (IoU = 0,88). Áîëåå 
ñîâðåìåííûå ìîäèôèêàöèè U-Net íå äàþò ïðàêòè-
÷åñêè çíà÷èìîãî óâåëè÷åíèÿ òî÷íîñòè ñåãìåíòàöèè, 
îñîáåííî ñ ó÷åòîì áîëüøåé ñëîæíîñòè è ìåíüøåé 
ñêîðîñòè âû÷èñëåíèé, ÷òî ìîæåò èìåòü ñóùåñòâåí-
íîå çíà÷åíèå ïðè îáðàáîòêå áîëüøèõ ìàññèâîâ äàí-
íûõ. Äëÿ âñåõ ðàññìîòðåííûõ êîíôèãóðàöèé îòìå-
÷åíà ñîïîñòàâèìàÿ òî÷íîñòü. Òàê, IoU = 0,71 äëÿ 
U-Net++, 0,86 äëÿ R2 U-Net è 0,87 äëÿ Att. U-Net. 
Ïðè ýòîì èñïîëüçîâàíèå áîëåå ñëîæíûõ êîíôèãó-
ðàöèé çàêîíîìåðíî ïîòðåáîâàëî áóëüøèõ âû÷èñëè-
òåëüíûõ çàòðàò. 

Ìîæíî òàêæå îòìåòèòü, ÷òî ïðèìåíåíèå âåñî-
âûõ êîýôôèöèåíòîâ ïðåäâàðèòåëüíî íàòðåíèðîâàí-
íîé ñåòè VGG16 ïîçâîëèëî óëó÷øèòü ðåçóëüòàò äëÿ 
Att. U-Net c 0,83 äî 0,87. Äëÿ îðèãèíàëüíîé âåð-
ñèè U-Net òàêîãî óâåëè÷åíèÿ òî÷íîñòè íå íàáëþäà-
ëîñü – ðàçíèöà ïîëó÷åííûõ ðåçóëüòàòîâ îêàçàëàñü  
â ïðåäåëàõ 0,006. 

Êîýôôèöèåíòû IoU èëè Dice ïðè îöåíêå êà÷å-
ñòâà ñåãìåíòèðîâàíèÿ èçîáðàæåíèé âàæíû äëÿ îáú-

åêòèâíîé îöåíêè ðåçóëüòàòà, îäíàêî ïðè ðåøåíèè 
èññëåäîâàòåëüñêèõ èëè ïðàêòè÷åñêèõ çàäà÷, à òàêæå 
ïðè ðàçðàáîòêå ïðîãðàììíûõ ðåàëèçàöèé àëãîðèò-
ìîâ ñåãìåíòàöèè ñëåäóåò ó÷èòûâàòü è äðóãèå ôàê-
òîðû, íàïðèìåð ñêîðîñòü îáó÷åíèÿ, âû÷èñëèòåëü-
íûå çàòðàòû. 

Ïðèìåíåíèå îðèãèíàëüíîé êîíôèãóðàöèè U-Net 
äëÿ ñåãìåíòàöèè òóíäðîâûõ îçåð ÿâëÿåòñÿ ñàìûì 
âû÷èñëèòåëüíî ýôôåêòèâíûì ðåøåíèåì ñ òî÷êè çðå-
íèÿ îáðàáîòêè îáó÷àþùåãî íàáîðà äàííûõ, òàê êàê 
îíà îáëàäàåò íàèìåíüøèì êîëè÷åñòâîì ïàðàìåòðîâ, 
à ñëåäîâàòåëüíî, ñàìîé íèçêîé ñëîæíîñòüþ, ïðè ýòîì 

åå ïðîèçâîäèòåëüíîñòü ñîïîñòàâèìà è äàæå ïðåâîñ-
õîäèò ðàññìîòðåííûå áîëåå ñîâðåìåííûå ìîäèôè-
êàöèè. Ñëåäóåò çàìåòèòü, ÷òî ïîòåíöèàëüíûå íå-
áîëüøèå óëó÷øåíèÿ â ïðîèçâîäèòåëüíîñòè ìîãóò 
îêàçàòüñÿ íåýôôåêòèâíûìè, åñëè îíè äîñòèãàþòñÿ 
çà ñ÷åò çíà÷èòåëüíîãî óâåëè÷åíèÿ ñëîæíîñòè, ÷òî 
íåèçáåæíî ñâÿçàíî ñî ñíèæåíèåì ñêîðîñòè âû÷èñ-
ëåíèé. Òàê, òî÷íîñòü ñåãìåíòàöèè ñ ïîìîùüþ Att.  
U-Net ñîïîñòàâèìà ñî ñòàíäàðòíîé U-Net, íî èñ-
ïîëüçîâàíèå Att. U-Net ñâÿçàíî ñî çíà÷èòåëüíî 
áîëåå ìåäëåííûì îáó÷åíèåì èç-çà äîïîëíèòåëüíûõ 
âû÷èñëåíèé íà êàæäîì ýòàïå ïîâòîðíîãî ïðèìåíå- 
íèÿ ñëîåâ ñåòè. 

 

Çàêëþ÷åíèå 
 

Â íàñòîÿùåì ðàáîòå ðàññìîòðåíû øåñòü ìîäè-
ôèêàöèé ñåòè U-Net ñ èñïîëüçîâàíèåì ïðåäîáó÷åí-
íûõ âåñîâ ñåòè VGG16 äëÿ ðåøåíèÿ çàäà÷è ñåãìåí-
òàöèè òóíäðîâûõ îçåð ïî ñïóòíèêîâûì îïòè÷åñêèì 
ñíèìêàì íà ïðèìåðå äàííûõ Landsat. Òî÷íîñòü ñåã-
ìåíòàöèè îöåíèâàëàñü ìåòðèêàìè IoU è Dice. Âñå 

ðàññìîòðåííûå àðõèòåêòóðû U-Net ïîêàçàëè õîðî-
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øèå (Att. U-Net, R2 U-Net) èëè óäîâëåòâîðèòåëü-
íûå (U-Net++) ðåçóëüòàòû. Íàèëó÷øèé ðåçóëüòàò 
áûë äîñòèãíóò ñ ïîìîùüþ ñòàíäàðòíîé ðåàëèçàöèè 
U-Net (IoU = 0,88). 

Ïðåäîáó÷åííûå âåñà ïîçâîëèëè ïîâûñèòü òî÷-
íîñòü äëÿ Att. U-Net, íî íå äëÿ U-Net. Íàèìåíü-
øàÿ òî÷íîñòü ñåãìåíòàöèè ïîëó÷åíà ñ ïîìîùüþ ñåòè 
U-Net++ (IoU = 0,71). Ìû ðåêîìåíäóåì ñòàíäàðò-
íóþ âåðñèþ U-Net êàê ýôôåêòèâíûé ìåòîä ðåøåíèÿ 
ðàññìàòðèâàåìîé çàäà÷è. Ïðèìåíåíèå äðóãèõ, áîëåå 
ñëîæíûõ, àðõèòåêòóðíûõ ìîäèôèêàöèé U-Net íå 
ïðèâîäèò ê ïîâûøåíèþ òî÷íîñòè ñåãìåíòàöèè è ñâÿ-
çàíî ñ áîëüøèìè âû÷èñëèòåëüíûìè çàòðàòàìè. 

Ðåçóëüòàòû ðàáîòû ìîãóò áûòü èñïîëüçîâàíû 
äëÿ îïòèìèçàöèè êëèìàòè÷åñêèõ ðàñ÷åòîâ ñ ïîìî- 
ùüþ ñåòè U-Net íà îñíîâå ñïóòíèêîâûõ äàííûõ, 
ïîëó÷åííûõ â îïòè÷åñêîì äèàïàçîíå. 

 

Ôèíàíñèðîâàíèå. Èññëåäîâàíèå âûïîëíåíî ïðè 
ôèíàíñîâîé ïîääåðæêå ãðàíòà ÐÍÔ (ïðîåêò ¹ 21-
71-10052). 
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I.A. Abramova, D.M. Demchev, E.V. Kharyutkina, E.N. Savenkova, I.A. Sudakov. Use of the U-Net 
convolutional neural network and its modifications for segmentation of tundra lakes in satellite optical  
images. 

Tundra lakes are an important indicator of climate change; therefore, the analysis of the dynamics of their 
size is of particular interest. This paper presents the results of using the U-Net convolutional neural network 
for tundra lakes segmentation in satellite optical images using Landsat data as an example. The comparative as-
sessment of segmentation accuracy is performed for the original U-Net design and its modifications: U-Net++, 
Attention U-Net, and R2 U-Net, including with weights derived from a pre-trained VGG16 network. The seg-
mentation accuracy is assessed based on the results of manual mapping of tundra lakes in northern Siberia. It is 
shown that more recent U-Net modifications do not provide a practically significant gain in segmentation accu-
racy, but increase the computational costs. A configuration based on the classic U-Net gives the best result  
in most cases (the average Soerens coefficient IoU = 0.88). The technique suggested and the resulting estimates 
can be used in analysis of modern climate trends. 

 
 


